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According to utilitarianism, we should improve the lives of humans and other

sentient beings as much as possible. As an abstract ideal, utilitarianism has a

natural appeal and may even sound like simple common sense. But

utilitarianism has some implications—some merely theoretical, some very

practical—that are counter-intuitive. When utilitarianism runs counter to our

moral intuitions, is that because of a problem with utilitarianism or with our

moral intuitions?

In this article, we discuss the different  ways in which human moral

psychology and behavior deviate from what utilitarianism prescribes. We focus

on psychological deviations from key aspects of utilitarianism: impartiality,

maximization, consequentialism, and aggregate-welfarist values. Finally, we
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consider the normative implications of psychological science for

utilitarianism. We conclude that the science of morality cannot show that

utilitarianism is correct but that it can cast doubt on certain intuitive

arguments against utilitarianism.

Deviations from Impartiality

Utilitarianism says that we should count everyone’s interests equally and that

no one’s well-being is inherently more important than anyone else’s. All

individuals should be included in our circle of moral concern and—at least in

theory—given equal weight, no matter who they are, where they are, and when

they are. However, we know from everyday observation and psychological

research that people are not that impartial. And in a world of limited resources,

favoring some individuals means disfavoring others.

First, people prioritize ingroup members over outgroup members (in-group

favoritism). They care more about family, friends, community members, co-

religionists, co-nationals, and so on. More generally, people tend to care more

about, and feel a stronger sense of responsibility towards, individuals who are

close to them on various dimensions of distance. They feel more obligated to

rescue a child who is drowning right in front of them than a child who lives in a

poor country on the other end of the world. They feel greater empathy for

currently alive people than future generations.  They attribute higher moral

status to humans than to animals, even in cases where animals have equal or

higher mental capacities than humans (i.e., speciesism).

The pull of the ingroup is a universal and powerful force.  Psychologically, it

appears spontaneously when groups are formed arbitrarily based on

distinctions such as color preferences.  In-group favoritism generally appears

early in development,  is shared with other primates,  and is modulated

by the same neuroendocrine pathways across many species.  It’s even

reflected in national laws that explicitly prioritize citizens over non-citizens.
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These observations suggest that ingroup favoritism is partly an innate human

tendency. However, it is also culturally malleable. Westerners, for example,

tend to be more individualistic and feel less bound by in-group relationships

than others.  Further, the tendency to prioritize humans over animals is

weaker in young children than in adults, suggesting that aspects of speciesism

are socially acquired  and culturally malleable.

Second, people prioritize themselves over most others. Even though humans

are, in some ways, an unusually cooperative and altruistic species, we aren’t as

altruistic as utilitarianism demands. While utilitarianism considers it

obligatory to provide substantial personal resources to improve the world and

help others regardless of how far away they are, people consider it only

supererogatory—nice, but not required. This familiar tendency is at odds with

utilitarianism. Few people give everything they don’t need to charity. Few

people donate their spare kidney to save a stranger’s life. And few people

become vegan to avoid harming animals. And while an extreme amount of self-

sacrifice would be psychologically unsustainable, most of us do far less than

we could to promote the well-being of others.

Deviations from Maximization

According to utilitarianism, it’s not enough to do some amount of good.

Instead, we should do the most good.  For example, if we could save either

one or two lives, we are obligated to save two. In other words, effectiveness is a

moral imperative.  This component of utilitarianism is emphasized by

effective altruism.

But people rarely aim to maximize their positive impact on the world. A prime

example is charitable giving, where few people support the most effective

charities or even attempt to discover which charities are most effective—those

that do the most good per dollar. Why is that? There are multiple psychological

obstacles to doing the most good.
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On the one hand, there are epistemic obstacles. For example, most people are

unaware that some ways of helping are orders of magnitude more effective

than others.  Similarly, most people are uninformed about the most

effective ways of doing good, such as the most effective charities.

But even when people are presented with all the relevant information, they

often lack the cognitive tools necessary to discern which options will do the

most good. Just as there are cognitive biases that prevent people from

maximizing their financial profit,  biases can prevent people from

maximizing their altruistic impact. Decision-making in a complex world under

uncertainty is cognitively challenging. Maximizing one’s impact requires

employing counter-intuitive concepts from economics and applied

mathematics such as expected value, marginal thinking, and opportunity

costs. Yet, most people struggle with these concepts and fail to understand

their implications for altruistic decisions.

On the other hand, there are motivational obstacles. Even when people

understand which options will maximize their altruistic impact, they may not

be motivated to choose the option that does the most good. There are several

reasons for this.

First, people’s emotions don’t scale with the numbers,  making them scope

insensitive: Saving 1,000 lives instead of 10 doesn’t feel 100 times better; it

feels about the same.  Sometimes a single identifiable victim can trigger

stronger emotional reactions than 100 “statistical” victims.  In other words,

our emotions are largely “innumerate”.

Second, most people want to give to a charity they find emotionally appealing

even if they know that other charities could do more good per dollar.

Moreover, they view giving based on personal preferences, instead of

effectiveness, as morally acceptable or even praiseworthy.  This thinking

stems from a conception of charitable giving as supererogatory. And if giving
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itself is optional, it naturally follows that one is free to give however one

pleases, regardless of how (in)effective one’s choices may be.

Third, people are often averse to prioritizing some altruistic options over

others. However, maximizing altruistic impact requires setting priorities, and

prioritizing effectiveness inherently requires deprioritizing less effective

options. In a simple, stylized case, this might mean letting two people die in

order to save three different people—a classic case of triage. People tend to

perceive this as cold or even unfair  because they view human life as a sacred

value, meaning they are unwilling to make trade-offs involving human lives.

 Consequently, people prefer solutions that seemingly avoid making such

tough trade-offs, such as splitting their donations across multiple causes,

even if they are ultimately helping fewer people.

Deviations from Consequentialism

Utilitarianism is a form of consequentialism, and according to

consequentialism, the only thing that ultimately matters is producing good

consequences. There are various ways in which typical human psychology

deviates from this consequentialist standard.

A particularly counter-intuitive aspect of consequentialism is that it allows for

(or even requires) actions that seem clearly wrong so long as they do more

good overall.  At least in theory (but not necessarily in practice; see ),

utilitarianism rejects deontological constraints—rules that forbid certain

actions, such as lying or causing direct harm, even when these actions would

produce better consequences by preventing even greater harm. In this regard,

consequentialism deviates from deontology, an ethical school of thought that

conceives of morality not in terms of producing good consequences but in

terms of rights and duties  (see also ‘protected values’  and ‘taboo trade-off

aversion’ ).
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The most widely studied cases in which utilitarianism and deontology diverge

are known as sacrificial dilemmas, the most famous of which are “trolley

dilemmas”.  In the switch case, a runaway trolley is headed toward five

people who will be killed if nothing is done. But you can save the five by hitting

a switch that will divert the trolley onto a sidetrack, where it will run over a

single person. In the contrasting footbridge case, you are on a footbridge over

the tracks between the oncoming trolley and the five. Next to you on the

footbridge is a big man, and the only way to save the five is to push this man

off the footbridge and onto the tracks. This will save the five by blocking the

trolley, but the man pushed will die.

As philosophers long ago predicted and decades of research have confirmed,

 most people approve of killing one to save five in the switch case, but not

in the footbridge case. In the footbridge case, killing one to save many seems

wrong to many people, even under the assumption that this action will

promote the greater good and that there is no better alternative.

What makes people say “yes” to some cases (e.g., the switch case) and “no” to

others (e.g., the footbridge case)? Research indicates that people are sensitive

to whether the harm is caused as a means or as a foreseen side-effect. For

example, in the footbridge case, the person on the bridge is used as a trolley-

stopper, but in the switch case, the person is killed as a side-effect of turning

the trolley. This distinction between means and side-effect also has a long and

distinguished philosophical history as the “doctrine of double effect”.

The means vs. side-effect distinction, however, can’t fully explain people’s

reluctance to push the man off the bridge. For example, in one study, people

were far more likely to approve of using the man as a trolley-stopper when this

can be done by hitting a switch that opens a trap door (59% approval) rather

than by pushing with one’s hands (31% approval).  Here, the key factor is

“personal force,” causing harm in a more physically direct way.  Recently,

a large cross-cultural study tested the effect of personal force in 45 countries
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on all inhabited continents. The results showed that the personal force factor,

as well as the means-side effect factor, shapes moral judgments worldwide .

What psychological mechanisms explain people’s reactions to these dilemmas?

According to the dual-process theory of moral judgment,  the

judgment that it’s wrong to push in the footbridge case is driven by automatic

emotional intuitions, while the judgment that it’s acceptable to push in the

footbridge case (or hit the switch in the switch case) are driven by conscious

and controlled cost-benefit reasoning. More specifically, deontological

responses are principally model-free, meaning that they are based on mental

habits, attaching emotional values directly to actions based on their past

consequences.  (“It just feels like the wrong thing to do”). By contrast,

utilitarian/consequentialist judgments are considered model-based, generated

by a model that represents cause-effect relationships and that generates

predictions about consequences in the present context. (“Better to do the thing

that will minimize the loss of life”).

The original evidence for the dual-process theory came from neuroimaging

studies,  and more recent neuroimaging studies have supported and refined

the theory.  Over the last two decades, much of the strongest evidence

for the dual-process theory has come from studies of patients with deficits

related to one of the two processes posited by the dual-process theory.

Patients with damage to the ventromedial prefrontal cortex (VMPFC), like the

famous Phineas Gage, have intact general reasoning capacities (often scoring

very well on standard IQ tests), but they are unable to generate or integrate

intuitive emotional responses into their decisions  leading to abnormal social

behavior. The dual-process theory predicts that these patients, due to their

emotional deficits, will give utilitarian responses to cases like footbridge and

not just to cases like switch. This prediction has been confirmed in multiple

studies of VMPFC patients,  as well as in similar patients with

frontotemporal dementia  and traumatic brain injury.  The same pattern is
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observed in patients with low-anxiety psychopathy  and in people with

alexithymia,  a disorder that detaches people from their emotions. A large

multi-patient study  found that the neural regions and networks identified in

the aforementioned fMRI studies using trolley-type dilemmas (specifically for

deontological judgment) converge on the brain regions that, when lesioned,

most reliably lead to criminal behavior. While patients with emotional deficits

are more likely to give utilitarian responses, other patients are less likely to

give utilitarian responses. Patients with damage to the hippocampus  (but

see ) and the basolateral amygdala  both give fewer utilitarian responses.

Both sets of patients report that their decision-making is more emotional, and

emotion tends to dominate in these patients due to deficits in goal-directed

reasoning, which relies on a mental model of cause-effect relationships

between actions and outcomes.

Behavioral research in healthy people has supported the dual process theory in

various ways.  Research on individual differences using “process

dissociation” has been used to assess the relative strength of utilitarian and

deontological motivations within people.  Other studies have documented

the “foreign language effect”,  whereby people tend to give more utilitarian

responses when dilemmas are presented in the respondent’s second language

—an effect that appears to be due to emotional dampening. Experiments using

instructions or concurrent tasks designed to influence how people respond to

moral dilemmas have likewise provided evidence for the dual-process theory

using a wide range of methods.

A further psychological obstacle to consequentialism is omission bias—the

tendency to prefer harmful omissions over harmful actions.  People judge

others more harshly for actively causing a harmful outcome than for failing to

prevent the same harmful outcome (“doctrine of doing and allowing” ). For

example, compare a tennis player who recommends poisonous food to his

opponent to a tennis player who chooses not to prevent his opponent from
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eating the poisonous food.  People say that the player who actively

recommended the poisonous food to his opponent is morally worse, even

though both players knowingly chose the same outcome. As a real-world

example, omission bias has been shown to play a role in parents’ decisions

about vaccinating their children. Some parents are reluctant to vaccinate their

children because they anticipate feeling worse if their child is harmed by the

vaccine (a result of the parents’ action) than if their child is harmed by the

disease that the vaccine could have prevented (a result of the parents’

omission).

Deviations from Aggregate Welfarism

Utilitarianism favors maximizing well-being in an impartial way. As we’ve

seen, people are uncomfortable with utilitarianism’s commitments to full

impartiality, prioritizing more effective altruistic strategies, and discounting

competing deontological considerations. A further obstacle to embracing

utilitarianism is its conception of what counts as good consequences. What

consequences matter morally? And how does one assess overall consequences,

not just for individuals, but for the world?

A key component of utilitarianism is “welfarism,” the idea that outcomes are

good or bad to the extent that they promote or undermine well-being—

affecting levels of happiness and suffering or the fulfillment of preferences.

Crucially, utilitarianism says that effects on well-being are the only

consequences that matter intrinsically. Other consequences matter

extrinsically because of their effects on well-being. To what extent do people

endorse this view? While research on this question is limited, it appears that

most people partially endorse the utilitarian conception of value. Most people

think it’s good to have more happiness and less suffering in the world.  But

people also have additional values. People report valuing things such as purity,

beauty, complexity, biodiversity, and wisdom, not only for their effects on
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well-being but as ends in themselves  Thus, people appear to have both

welfarist and non-welfarist values.

How do people define well-being? Philosophers disagree about how to define

it. So-called “hedonistic” theories see well-being in terms of positive or

negative experiences, such as happiness and suffering. Is this all that matters?

Robert Nozick’s famous Experience Machine thought experiment challenges

this assumption, asking whether we would prefer to live life plugged into a

virtual reality machine that can stimulate our brains so as to safely and reliably

deliver a maximally happy experience.  Nozick argues that we have good

reasons not to plug in, including the value of having authentic (non-illusory)

experiences and behavior. What do people choose? As Nozick predicted, most

people say that they would choose real life over the machine.  However, when

asked to assume that they were already living on an experience machine and

told their life outside would be different or worse, most people said they would

prefer to remain on the machine.  While these findings allow for multiple

interpretations, they suggest that people are not just hedonists, valuing other

things such as the authenticity of experience.

Consequences can be good or bad for different individuals, but how should we

assess the overall value of a set of consequences? A central component of

utilitarianism is aggregationism, the idea that the overall value is determined

by the sum of the well-being of all individuals. To what extent do people hold

aggregationist beliefs? If all else is equal, people favor worlds that contain

more well-being.  But people often prefer to distribute well-being in ways

that reduce aggregate well-being but that seem more fair. For example, people

may have more egalitarian values, preferring worlds in which everyone has the

same level of well-being over worlds where people have higher well-being on

average but differ in their well-being levels.  One form of egalitarianism

is to prioritize the well-being of the least well-off over that of others, even if

those others could have larger gains in well-being (prioritarianism).  And

some people have retributivist intuitions, such that they prefer an immoral
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person to suffer even if aggregate well-being is reduced and there are no

further societal benefits.  Some philosophers think that small differences in

well-being distributed across many people cannot outweigh big differences for

a few. It’s an open question whether this view is widely held.

Comparing outcomes in worlds with a fixed set of individuals is complicated

enough. But, in the longer term, actions can affect how many individuals, and

which particular individuals, get to exist. The ethics of distributing value

across such variable populations is the subject of population ethics.  When

directly asked, people find it valuable to add a new happy individual to the

world.  Similarly, people prefer worlds with more happy individuals than

fewer happy individuals as long as each individual’s happiness level is the

same, suggesting that they value improving a population’s total level of

welfare. However, when individuals’ happiness levels differ, people sometimes

prefer worlds that have a higher average level of happiness, even if the total

level of happiness declines. For example, people may prefer a world with 1,000

maximally happy individuals over a world with 100,000 individuals who are

only half as happy.  In the suffering domain, people’s focus on average

welfare can lead them to prefer adding new suffering individuals to an already

miserable world so long as the new individuals suffer less than the others,

thereby improving the average welfare level.  However, people’s focus on

average levels of well-being instead of the total welfare level is reduced under

more careful reflection (i.e., System-2 reasoning). Overall, the existing limited

research suggests that people’s population ethical intuitions depend on

framing and often conflict.

Normative Implications

Why should those interested in normative ethics care about the psychology of

ethics? Moral philosophers often take their moral intuitions as evidence—as

data or even as self-evident proof. But our moral intuitions may not be a

perfect moral guide. We know from research on intuitions more generally that
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they are systematically fallible.  For example, we know that people often

make intuitive financial decisions that cost them money, decisions that people

wouldn’t endorse after more careful reflection. Why should we think that our

self-interested decisions are systematically flawed but that our moral

intuitions are not? Understanding moral intuitions and moral thinking more

generally might help us see flaws in our thinking about utilitarianism and

other ethical theories.

Of course, identifying flawed moral judgments is tricky, as there is little

agreement on ground truth. But even without agreement on moral truth,

psychological research can reveal inconsistencies in our moral thinking. And

some ways of resolving those inconsistencies might be more plausible than

others.

To take a classic example : A ball and a bat together cost $1.10. The bat costs

$1 more than the ball. How much does the ball cost? Most people’s immediate

and intuitive thought is that the ball costs 10 cents (and that the bat costs $1).

But a little reflection reveals that this can’t be right (100 – 10 = 90). The

correct answer is 5 cents. As it happens, people who do better on counter-

intuitive reasoning problems such as this are also more likely to exhibit

utilitarian patterns of moral judgment in sacrificial dilemmas.  It does not

follow from this that utilitarianism is a superior moral theory. But it suggests a

relationship between utilitarian thinking and the motivation to transcend the

limits of intuitive thinking.

In line with this, Joshua Greene has argued that deontological responses in

sacrificial dilemmas are grounded in intuitions and that deontological

philosophy is best understood as an attempt to organize and justify—or, more

provocatively, rationalize—those intuitive judgments.  By contrast,

consequentialism and utilitarianism are, according to Greene, grounded in

more reflective moral reasoning combined with a small set of very general

evaluative premises (e.g., that happiness is good and that suffering is bad).
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As discussed above, the strong emotional aversion to pushing the man off the

footbridge is a product of model-free learning and decision-making. (“It just

feels like the wrong thing to do”). This aversion is generally good because

violence is almost always bad. It’s bad for the victim, but it’s likely also bad for

the perpetrator, who may face retribution and reputational damage.

However, in sacrificial dilemmas, the usual relationship between action and

consequence has been inverted. The action that is usually a terrible thing to do

happens to be the very thing that will minimize harm. Appreciating this

requires model-based reasoning. (“Better to do the thing that will minimize

the loss of life”). And encouraging people to reason impartially using a version

of Rawls’ “Veil of Ignorance”  makes people more likely to favor the greater

good in such dilemmas.  However, many people, including many

philosophers, see our model-free emotional response as a justification for

rejecting utilitarianism.  Knowing what we now know about how our

minds work, does that make sense?

Making judgments based on emotional responses isn’t inherently wrong; the

question is whether our emotions are sensitive to the right things. Once again,

a big reason that people react negatively to saving more lives in the footbridge

case is because it involves “personal force,” i.e., pushing someone rather than

hitting a switch.  But almost no one believes this should matter morally. If a

desperate friend called you from a footbridge looking for advice, you wouldn’t

ask them whether they would have to push someone with their hands or

whether they could use a switch-operated trap door. Our emotions are

responding to a morally incidental physical feature of the action. Calling this

feature “morally incidental” is, of course, a value judgment and not a claim

supported by scientific evidence. But it’s a rather commonsensical value

judgment and not one that requires a commitment to utilitarianism.

As this example suggests, scientific evidence about moral psychology, when

combined with relatively uncontroversial moral assumptions, can point toward

more interesting moral conclusions. Empirical research on moral psychology

114

41

115116117

40118119

5057

https://www.utilitarianism.net/
https://www.utilitarianism.net/
https://utilitarianism.net/arguments-for-utilitarianism/#the-veil-of-ignorance


doesn’t prove that our anti-utilitarian intuitions lead us astray. But it may

make it harder to resist that conclusion. Those who have rejected

utilitarianism because of its counter-intuitive implications have, at the very

least, some reasons to reconsider.

We’ve focused on trolley dilemmas and the scientific research they have

inspired because this is the most developed case study. However, similar

normative arguments can be made for other psychological obstacles to

accepting (or potentially also rejecting) utilitarianism. Our resistance to

utilitarianism’s impartiality may be driven not by a good moral reason but by

the amoral calculus of evolution, causing us to prioritize ourselves and our

close associates over others.  This may also explain why we are reluctant to

support the most effective charitable causes, which typically benefit

physically, temporally, and socially distant individuals. Other psychological

tendencies generally regarded as biases outside the moral domain, such as

scope insensitivity, make utilitarianism harder to accept. Understanding these

moral tendencies as part of a broader pattern of heuristics and biases may

make it harder to give them normative weight.  Alternative framings of

Nozick’s Experience Machine argument suggest that his anti-hedonistic-

utilitarian conclusion about the nature of well-being has been bolstered by

status quo bias.  Prioritarian arguments against utilitarianism may be

supported by an implicit misunderstanding of utility, confusing it with wealth.

 Punishment as retribution—beyond what is needed to promote the greater

good through deterrence, etc.—may be driven by vengeful instincts that can be

counterproductive in the modern world.  And so on.

While utilitarianism’s foundational principles sound very reasonable, they

often seem to go wrong when applied to specific decisions (especially

hypothetical ones). This could be because utilitarianism is deeply flawed, as

many philosophers have concluded. But it could instead be because our moral

thinking is flawed, relying on moral intuitions that are generally adaptive but

nevertheless severely limited. A deeper understanding of moral psychology
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won’t, by itself, prove utilitarianism right or wrong. But it can help us assess

utilitarianism in a more informed way.

Practical Implications

In this article, we explored how human moral psychology deviates from the

utilitarian theory in the abstract, particularly in the context of hypothetical

thought experiments and edge cases. A separate question is how these insights

can help us become better utilitarians in the real world, given our

psychological and situational constraints. For example, it’s not psychologically

feasible for most people to be fully impartial, prioritizing strangers over

themselves and their loved ones whenever it does more good. A wise and

psychologically informed utilitarian understands this and develops heuristics,

rules, and virtues that sustainably approximate the utilitarian ideal. Similarly,

while utilitarianism rejects deontological constraints in the context of stylized

thought experiments free of uncertainty, such constraints provide essential

guardrails in the real-world pursuit of better outcomes for humanity. These

ideas are explored further in Virtues for Real-World Utilitarians.
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